Labellesskace

Objective: Develop a novel face recognition
algorithm that Is fair across all demographic
attributes, even those not explicitly labeled.
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Motivation

Dependency to attribute labels
nes to mitigating these biases

Traditional approac
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Scalability to large dataset

Creating large and fair datasets is costly in te
recruiting participants and annotating attribute

abels.

Can we improve a fairness notion without
assuming the target attribute labels?
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Experiment

Dataset BUPT-Balanced face (training) / RFW and LFW (test)
Model ArcFace/MagFace/CIFP/MixFairFace/Proposed

Table: The performance and fairness evaluation results evaluated

A coefficient dc (margin coefficient) is added to the on LFW dataset. STD, Gini, SER were assessed when users were
divided according to LFW 26 attributes.

basic ArcFace loss function to minimize the bias In
individual authentication accuracy.

Our proposed method
achieves consistently
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attributes by leveraging class favoritism levels and fair class
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